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Evaluation on two important benchmark GrailQA & WebQuestionsSP

Search engine based on text vs. Reasoning over knowledge base

KBQA unique characteristics:
• Strong interpretability
• Abundant curated data
• Multi-hop and numerical reasoning

Semantic parsing-based KBQA: converts natural language questions 
into executable logical forms (e.g., s-expression, SPARQL)

KBQA challenges:
• Question understanding (e.g., implicit relations & diverse functions)
• Large search space (e.g., Freebase has millions of entities)
• Robustness (e.g., compositional and zero-shot generalization)
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• SOTA on both GrailQA & 
WebQSP (May 31, 2022).

• Performance improved on all 
three generalization levels.

• F1 higher than methods even 
with oracle entities.

• Multi-grained Retriever is critical for the system robustness

• Given enough contexts, PLMs can reason with high accuracy

LFEntity KB structure Schema semantic supplements

• Logical form retrieval is not efficient
• Strong supervision is required, which needs expensive annotations
• Gap between pre-training tasks and semantic parsing over KBs

• Exemplary logical form retriever for KB structures
• Decouple the entity linker and schema retriever for semantic supplement
• Contexts for PLM: entities + top-5 LFs + top-10 classes/relations

Schema retrieval learns if a question 
and a schema item are a match or not.

Given a set of retrieved contexts, 
including entities, exemplary logical 
forms, classes, and relations, T5 
generates the target logical form.

An example of a trie (prefix tree) that 
stores KB classes. Each edge 
represents a token that the PLM can 
select. 
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Case study of predicted logical forms by TIARA variants (without 
exemplary logical form retrieval, schema retrieval or constrained 
decoding). Errors are red, and correct parts are blue.

Logical Form Generation

Constrained Decoding

∗ denotes using oracle entity linking annotations. ♥ denotes the assumption 
of a fixed number of hops. ♣ denotes pre-training on an auxiliary task or 
other KBQA datasets. 


