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1 Motivation

My research interests are around natural language processing (NLP), including question answering
(QA) and knowledge graph (KG). I intend to develop algorithms and systems that can answer
general natural language questions. QA system aims to answer users’ verbal questions and avoid
the time-consuming search in person, which is critical for improving productivity and quality of
life. Among the knowledge sources of a QA system, a structured knowledge base (KB) has higher
quality than textual data. It facilitates logical reasoning, such as multi-hop reasoning and numerical
calculation. Thus, I believe the research on QA and KG, especially Knowledge Base Question
Answering (KBQA), is a promising topic for both academia and industry. To learn how to engage
in long-term research for this goal and to qualify as a faculty candidate, I'd like to apply to a Ph.D.
program in computer science.

2 Experience

I have gained some experience for this goal, working with Professor Yuzhong Qu at Nanjing Univer-
sity and researcher Zhiwei Yu at Microsoft Research. My works mainly discuss semantic parsing-
based KBQA methods, which convert natural language questions into executable formal queries
(logical forms) over KBs. These methods can formally express the user’s intent and give explain-
able answers, which is essential for building trustworthy Al. Specifically, I participate in developing
the relational linking and query generation components of a question decomposition-based KBQA
method [6] (ISWC’21). I also participate in the design of a KBQA system based on multi-task
learning [7] (COLING’22). As the lead author, I design algorithms, implement a complete KBQA
system named TTIARA [10] (EMNLP’22) using multi-grained retrieval augmentation, and achieve
the highest Exact Match score and the best zero-shot performance on the GrailQA benchmark [5].
There are still many unresolved challenges in building general and robust QA systems. Based on
the above works, I think several topics can be my research directions in the coming years and will
potentially gain the attention of the research community [8§].
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3 Future Plans
3.1 Robust KBQA

KBs are more suitable for rigorous symbolic reasoning than text, and studying the robustness
makes QA systems serve more domains and scenarios. The robustness of QA encompasses several
aspects, of which generalization and controlled generation are two obvious issues. First, though
interpretable and supporting complex reasoning, semantic parsing-based KBQA requires expensive
data annotation, usually limited in quantity and confined to limited domains. However, most meth-
ods assume the distribution of test data is the same as the training data but ignore that practical
distribution may vary. Though my work TTARA [10] using multi-grained retrieval helps pre-trained
language model (PLM) improves performance on compositional and zero-shot generalization, this
challenge is far from being solved. I suggest an intuitive solution is question generation, which ex-
pands the amount of training data and covers unseen domains. But few studies have evaluated the
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usefulness of the generated questions for KBQA, which is critical to the practicality of this approach
in future works. Recent advances in Seq2Seq methods, open-domain question generation methods,
and the development of large-scale KBQA datasets |3, 5| makes me believe question generation over
KBs is promising to mitigate the challenge of generalization. In addition, PLMs such as GPT-3
[2] and Codex [4] have shown strong generalization capabilities. I want to explore how they can
perform better on zero-shot scenarios using prompt or in-context learning methods.

Second, though PLMs are powerful on textual data, they are not initially trained for KBs or
logical forms and cannot understand the logical form syntax well. Other semantic parsing tasks,
e.g., text-to-SQL [9], have exhaustively studied constrained decoding techniques. Controlled text
generation is also received much attention from the NLP community. However, it remains a challenge
for semantic parsing on large-scale KBs. Though TTARA [10] proposes using prefix trees to constrain
the generation of schema items for uncontrolled PLMs, many other generation errors still break
the logical form syntax. I suggest designing more complete rules for complex KB structures and
attaching them to PLM to significantly improve performance without additional training data.

3.2 Comprehensive QA with Multiple KBs and Multi-modality

A KB is untimely and incomplete due to its construction limitations. Thus, while KB is an essential
source of information, QA should not simply rely on it. To leverage knowledge in a more compre-
hensive and real-time manner, I believe that building QA systems on rich knowledge sources is a
direction that deserves open-domain QA, visual QA, text2SQL, and KBQA communities to explore
together. First, each KB usually contains a limited number of topics and incomplete facts. Using
multiple KBs can alleviate this problem, but how to incorporate them remains an open question.
Though Freebase |1] has been deprecated and is not adequate for practical QA systems, the research
about its successor Wikidata [11] is much less than that on Freebase. To leverage information across
KBs, abstract query language across KBs is a potential solution, and PLM with strong generaliza-
tion capabilities is a powerful tool for reasoning on multiple KBs. The research about multiple KBs
will also contribute to applying them in vertical areas such as finance and healthcare, where data
is more difficult to access.

Second, QA systems incorporating KB and other modalities is an unexplored but interesting
area. DecAF [12] jointly decodes the answer text and logical form using PLM, but using text as the
answer is likely to face the problem of incomplete answers. I argue that more sophisticated explicit
reasoning over text rather than simply learning from question-answer pairs should be discussed to
extend the scope of semantic parsing. As Wikidata is well-tied to Wikipedia, there is a rich and
real-time data source to mine for the fusion of KB and text.
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